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• We have created a web-based data analysis platform named ”OASIS”

• Employees can analyze data of a Hadoop cluster by writing Spark applications

• 100+ employees use it every day
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• Based in Tokyo, Japan

• Provides a messaging application named “LINE”

• 164M monthly active users across Japan, Thailand, Taiwan, and Indonesia

• Also provides various related services such as games, sticker market, etc.

LINE CORPORATION
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• Enable all employees analyze their services’ data as they like

• Speed up their data analysis process and decision making

PUBLICATION OF HADOOP CLUSTER



1. Security
• Each employee can access only the data related to their service

2. Stability
• Queries must not affect the performance of other queries

3. Features
• Each employee can extract data from the Hadoop cluster as they like
• Results can be visualized and shared within a team or a department

REQUIREMENTS



1. Security
• Kerberize the Hadoop cluster and install Apache Ranger

2. Stability
• Use Apache Spark as a query and application execution engine 

3. Features
• Try Apache Zeppelin for the Web UI

SOLUTIONS



• Framework to manage access control over a Hadoop cluster

• Used to control each employee’s data access

APACHE RANGER



1. Security
• Kerberize the Hadoop cluster and install Apache Ranger

2. Stability
• Use Apache Spark as a query and application execution engine 

3. Features
• Try Apache Zeppelin for the Web UI

SOLUTIONS



• Web-based data analysis tool

• Supports Apache Spark and user impersonation

• Results can be shared within multiple users as a form of a notebook

APACHE ZEPPELIN



SYSTEM ARCHITECTURE

Apache Zeppelin
0.7.3

Hadoop YARN
Cluster

LDAP

Spark application submission
+

User impersonation

End Users

HDFS + Apache 
Ranger

User authentication Data access



1. Security
• An arbitrary user can be set to scheduled notebook’s execution user
• Users can access the data which they don’t have access rights to

ISSUES OF APACHE ZEPPELIN 0.7.3



2. Stability
• Runs only on a single server
• Does not support the “yarn-cluster” mode of Apache Spark
• Freezes when a Spark driver program consumes many server resources

ISSUES OF APACHE ZEPPELIN 0.7.3



3. Features
• Users have to set access control to each notebook
• Users cannot execute a notebook while changing only its parameters 

without saving it

ISSUES OF APACHE ZEPPELIN 0.7.3



OASIS



COMPARISON

For a single team
• Does not go with Apache Ranger 
• Runs only on a single server
• Access control per notebook

Apache Zeppelin

For an enterprise
• Works well with Apache Ranger
• Runs on multiple servers
• Access control per team

OASIS



Agenda 1. Motivation
2. Features & System Architecture
3. Use Cases



• User impersonation

• Data Visualization

• Notebooks Sharing

• Scalable

OVERVIEW



TOP PAGE



• A root directory of notebooks for a team, a department, or a service

• Access right for each user is separately set in each space

• 2 types of access rights: ”read write” and “read only”

SPACE

Space 1

User A (read write) User B (read only)

Space 2

User C (read write) User D (read only)



NOTEBOOK CREATION



• A single Spark application launches per notebook session

• Notebook author’s account is used to access files

• Spark, Spark SQL, PySpark, and SparkR are available

• Each language of a single notebook session shares a single Spark application

SPARK APPLICATION



SPARK APPLICATION



UTILIZATION OF IN-MEMORY CACHING



• Notebooks can be executed automatically on a prescribed schedule

• Contents of notebooks can be kept updated by this feature

• This feature is also used for creating a light weight ETL processing

SCHEDULING



• Parameters can be injected into a notebook during its execution

• “read only” users can execute a notebook while changing its parameters

PARAMETERS



TABLE DEFINITIONS



FILE UPLOAD
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• 500 DataNodes / NodeManagers

• HDFS usage: 20PB

• 150+ Hive databases

• 1,500+ Hive tables

HADOOP CLUSTER
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• 1,500+ users
• 100+ daily active users
• 300+ monthly active users

• 30+ spaces (i.e. departments, teams, or services)

• 1,100+ notebooks
• 200+ scheduled notebooks

STATS



1. Report

2. Interactive dashboard

3. ETL

4. Monitoring

5. Ad hoc analysis

USE CASES



1. REPORT



2. INTERACTIVE DASHBOARD



3. ETL



4. MONITORING



5. AD HOC ANALYSIS



• We created OASIS to solve the issues of Apache Zeppelin

• Extracted data can be visualized and shared within a team

• OASIS utilizes the user impersonation feature of Apache Spark

• At LINE, OASIS is used for reporting, data monitoring, ad hoc analysis, etc.

RECAP



THANK YOU


